
DOCUMENT	MATCHING	

Finding	Related	Forum	Posts	through	Content	Similarity		
over	Intention-Based	Segmentation	-	Extended	Abstract			

Dimitra	Papadimitriou(*)	,	Georgia	Koutrika(**)	,	Yannis	Velegrakis(*)	,	and	John	Mylopoulos(***)	
	

(*)		University	of	Trento 											(**)		Athena	Research	Center	 		(***)	University	of	Ottawa				

ICDE	2018	 TKDE		2017	

	I	…extra	RAID	drives	
seem…….solution	..	problem	…		
adding	RAID	drives	requires	…
rebuild	of	the	system	to	improve	
performance?	

…HP	system	…..RAID	0	controller	
…	disk	…	JBOD.	….install	Hadoop	
….…	degrade		performance.	

asking	….	want	….install	Linux	

Post	d1	
	My	…..an	HP	
Pavilion	computer	..	
…Linux		installed.		
	…..........	extra	

My	…..an	HP	Pavilion	computer	..	
…Linux		installed.		
…..........extra	drive	using	a RAID 0	
or	1.	….without	…....rebuild	entire	
system	……performance		
..		HP	official	web	site…	related	
JBOD	

I	…extra	RAID	drives	seem	
….solution	…..problem	
…adding	RAID	drives	
requires	…rebuild	of	the	
system	to	improve	
performance?	

…HP	 system	 …..RAID	 0	
controller	 …	 disk	 …	 JBOD.	
….install	Hadoop	
Hadoop	….	…	degrade	
performance.	
asking	….	want	….install	
Linux	…..	

My	…..an	HP	Pavilion	computer	..	
…Linux		installed.		
…..........extra	drive	using	a RAID 0	
or	1.	….without	…....rebuild	entire	
system	……performance		
..		HP	official	web	site…	related	
JBOD	

dq	

d3	

d2	

False	
Positive	

True	
Positive	

User	Query	dq	=	d	1	

………	
……..	

.........	
………..	

d1	
d2	………	
………	
……..	

….…	
…….	
d3	
……	

List	with	Related	Documents	Based	on	Content		

	
My	…..an	HP	Pavilion	

computer	..	Linux		installed.		
	…..........	extra	drive	using	a
RAID 0	or	1.	….without	…....	
rebuild	entire	system	…
performance	..		HP	official	
web	site…	related	JBOD	

✓

Document	Collection	 D 

Intention	Definition.		Given	a	set	F	of	n	features	
of	interest,	an	intention	is	identified	by	a	feature	
vector,	i.e.,	a	vector	of	n	values,	one	for	every	
feature	of	F	.		
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INTENTION-BASED	MATCHING		

	The	goal	for	which		a	piece	of	text	is	intended	
•  	may	not	be	explicitly	stated	
•  is	reflected	into	the	characteristics	of	the	text		

	
Content	similarity	can	
more	accurately	
determine	relatedness,	
	if	focused	on	parts	of	
the	forum	posts	
intended	to		serve	a	
similar	goal.	
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u  SEGMENTATION	OF	POSTS	
Feature	Selection	

Border	Selection	

u  SEGMENT	GROUPING	

Single	Intention	Matching	

All	Intentions	Matching	

u MATCHING	

Indicators	of	a	change	in	the	goal	that	
the	author	has	written	the	text	for	
§  -	Terms,	topics		
§  +	Style,	tense	and	other	

grammatical	features	

FEATURE	SELECTION	

Grouping	of	features	into	Categorical	variables	
(Communication	Means)	
CMtense		(Tense)																	{present,	past,	future}	
CMsubj				(Subject)														{I/we,	you,	it/they/(s)he}	
CMqneg			(Style)																			{interrog.,	negative,	affirmative}	
CMpasact	(Status)																	{passive,	active	}	
CMpos				(Part	of	Speech)			{verb,	noun,	adj/adverb}	 Coherence/Depth	functions	

For	a	Communication	Means	CMr	
•  D[j]:			Number	of	Occurrences	of		jth	value	of	CMr		(where	D	is	the	Distribution	Vector	for	CMr)	
•  All:					Total	number	of	occurrences	of	any	value	of		CMr	
•  |D|:			Number	of	value	domain	of	CMr			
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Segmentation	is	
based	on	the	
distribution	of	
features	not	the	
features	per	se.	
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BORDER	SELECTION			

Term	Indexing	considering	Intentions	

Matching	is	performed	within	each	
intention	cluster,	then	individual	
scores	are	combined	to	a	single	score	
for	each	document	pair.	

SEGMENT	GROUPING/FORMING	INTENTION	CLUSTERS	

Clustering	based	on	
distribution	of	features	
•  within	each	segment	
•  within	each	document	

Representaion		for	clustering	
Each	value	of		each	CMr	is	transformed	into	two	
features	for	the	clustering	model	

After		
Segmentation	
each	segment	
is	intended	
for	a	goal	

Similarly	to	the	
idea	of	using	terms	
to	identify	topics,	
features		identify	
intentions.	
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EVALUATION	ON	REAL	DATASETS	

HP	Forums	 Trip	Advisor	
Offset	 Fleiss’s	κ	/Agreement	Percentage	

±10	chars		 0.20/64%		 0.35/71%	
±25	chars		 0.41/71%		 0.44/75%	
±40	chars		 0.68/77%		 0.71/83%	

AUTOMATIC	SEGMENTATION	VS	
	USER	ANNOTATIONS	
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